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About

You can share this PDF with anyone you feel could benefit from it, downloaded the latest version 
from: floating-point

It is an unofficial and free floating-point ebook created for educational purposes. All the content is 
extracted from Stack Overflow Documentation, which is written by many hardworking individuals at 
Stack Overflow. It is neither affiliated with Stack Overflow nor official floating-point.

The content is released under Creative Commons BY-SA, and the list of contributors to each 
chapter are provided in the credits section at the end of this book. Images may be copyright of 
their respective owners unless otherwise specified. All trademarks and registered trademarks are 
the property of their respective company owners.

Use the content presented in this book at your own risk; it is not guaranteed to be correct nor 
accurate, please send your feedback and corrections to info@zzzprojects.com
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Chapter 1: Getting started with floating-point

Remarks

This section provides an overview of what floating-point is, and why a developer might want to use 
it.

It should also mention any large subjects within floating-point, and link out to the related topics. 
Since the Documentation for floating-point is new, you may need to create initial versions of those 
related topics.

Examples

Overview

What is floating point?

There are two types of numbers:

fixed point where a certain number of digits are available before and after the radix point.•
floating point where a certain number of digits are available for the mantissa and for the 
exponent.

•

An example using decimal digits with three decimal places before the decimal point and two 
decimal places after the decimal place:

0 would be represented as 000.00•
0.123 would be represented as 000.12•
0.00123 would be represented as 000.00•
1 would be represented as 001.00•
1.123 would be represented as 001.12•
1.00123 would be represented as 001.00•
123.456 would be represented as 123.45•
1234.56 is an error because it would be stored as 234.56 and that is just wrong•

An example using decimal digits with five decimal places for the mantissa and one decimal place 
for the exponent:

0 could be represented as .00000 x 10^0•
0.1 could be represented as .10000 x 10^0•
0.0000123456 could be represented as .12345 x 10^-4•
0.000000000123456 could be represented as .12345 x 10^-9•
0.00000000001 is an error because the exponent isn't large enough to store the number•
1 could be represented as .10000 x 10^1•
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1.123 could be represented as .11230 x 10^1•
1.00123 could be represented as .10012 x 10^1•
123.45678 could be represented as .12345 x 10^2•
123456789.1 could be represented as .12345 x 10^9•
1000000000 is an error because the exponent isn't large enough to store the number•

So a floating point number can represent numbers with very different magnitudes 
(0.000000000123456 and 123456789.1) with the same amount of relative accuracy.

Fixed point numbers are useful when a particular number of decimal places are always needed 
regardless of the magnitude of the number (money for example). Floating point numbers are 
useful when the magnitude varies and accuracy is still needed. For example: to a road engineer 
distances are measured in meters and .01 of a meter is insignificant but to a microchip designer 
the difference between 0.0000001 meters and .000000001 meters is huge - and a physicist might 
need to use huge numbers and very, very tiny numbers in the same calculation. Accuracy at many 
different magnitudes is what makes floating point numbers useful.

How it works

Computers don't use decimal - they use binary and that causes problems for floating point 
because not every decimal number can be represented exactly by a floating point number and that 
introduces rounding errors into the calculations.

Having done all the examples in decimal it is important to note that because they are binary, 
instead of storing a floating point number as a sum of decimal fractions:

123.875 = 1/10^-2 + 2/10^-1 + 3/10^0 + 8/10^1 + 7/10^2 + 5/10^3

computers store floating point numbers as a sum of binary fractions:

123.875 = 1/2^-6 + 1/2^-5 + 1/2^-4 + 1/2^-3 + 1/2^-1 + 1/2^0 + 1/2^1 + 1/2^2 + 1/2^3

There are many different ways of storing bit patters that represent those fractions but the one most 
computers use now is based on the IEEE-754 standard. It has rules for storing both decimal and 
binary representations and for different size data types.

The way normal numbers are stored using the IEEE standard is:

one bit for the sign - stored in the MSB, 1 means negative and 0 means positive•
some bits for the exponent - the bias is subtracted to get both positive and negative 
exponents

•

some bits for the mantissa - digits after the decimal place with an implicit 1 before the 
decimal place.

•

To allow a more gradual underflow, denormalized numbers (when the exponent bits are all zero) 
are treated specially: the exponent is set to -126 and the implicit leading 1 before the decimal 
place is NOT added to the mantissa.
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32 bit IEEE-754 Floating Point Numbers

For a normal 32 bit IEEE-754 floating point number:

bit 32 is the sign•
bits 24-31 are the exponent - the bias is 127•
bits 1-23 are the mantissa•

So a normal number is calculated as:

-1^sign * 2^(exponent-bias) * 1.mantissa

If the bit pattern were:

0 10000101 11101111100000000000000

Then the value is:

-1^0 * 2^(133-127) * 1.111011111 
-1^0 *     2^6     * (1 + 1/2 + 1/4 + 1/8 + 1/32 + 1/64 + 1/128 + 1/256 + 1/512) 
   1 *      64     * 991/512 
         123.875

There are some special values:

0 11111111 11111111111111111111111 = NaN 
0 11111111 00000000000000000000000 = +infinity 
1 11111111 00000000000000000000000 = -infinity 
0 00000000 00000000000000000000000 = +Zero 
1 00000000 00000000000000000000000 = -Zero

Specifics of the 32 bit IEEE-754 format can be found at:

http://floating-point-gui.de/formats/fp•
https://en.wikipedia.org/wiki/Single-precision_floating-point_format•
https://en.wikipedia.org/wiki/IEEE_floating_point•

Read Getting started with floating-point online: https://riptutorial.com/floating-
point/topic/8816/getting-started-with-floating-point
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